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ABSTRACT

A three-dimensional, nonhydrostatic, nested grid version of the Colorado State University Regional Atmospheric Modeling System (RAMS) was used to perform simulations of an actual dryline that was observed as part of the COPS-91 field experiment on 15 May 1991. A control run designed to reproduce the observed conditions as accurately as possible was generated and verified against standard National Weather Service observations, PAM-II observations, M-CLASS soundings, and vertical cross-sectional analyses obtained from the NOAA P-3 aircraft. A representative heterogeneous soil moisture field for use in the control simulation was generated using an antecedent precipitation index (API). Representative vegetation coverage based on the USGS normalized difference vegetation index (NDVI) dataset was input into the model. An additional simulation using a homogeneous soil moisture field is compared to the control run.

Results of study indicate that the use of realistic heterogeneous soil moisture and vegetation may be extremely important for accurate prediction of dryline formation and morphology. The effect of variable soil moisture appears to be first order, with large impacts on the strength of the thermal and moisture gradients along the dryline, as well as its position, structure, and movement.

1. Introduction

a. Purpose of research

This paper presents a description and results of numerical simulations of a dryline that occurred over the southern Great Plains of the United States on 15 May 1991. The simulations were performed using a three-dimensional, primitive equation, mesoscale model. The goal of these simulations was twofold: first, to glean as much insight as possible into the small to medium mesoscale structure and morphology of the dryline and the prestorm environment; and second, to explore the sensitivity of drylines to variations in the soil moisture and vegetation patterns.

The overall study has several primary objectives. First, by initializing the simulation with the same type of data readily available to operational models, this study shows the value added to numerical forecasts by realistic soil moisture and vegetation analyses. Second, the high-resolution, three-dimensional simulation provides insight into the processes by which drylines form and evolve. Third, the sensitivity simulations highlight the importance of the nonlinear interactions between the land surface and the atmosphere and how these interactions play a key role in defining boundary layer characteristics, which are important in determining convective potential. Finally, the simulations provide a basis for determining specific areas where research needs to be conducted to improve our understanding of drylines, land–atmosphere interactions, and methods of parameterizing these interactions in numerical weather prediction models.

The remainder of this section provides some background information on drylines and land surface influences on mesoscale weather. Section 2 describes the control simulation, including the meteorological conditions for the case study, the model used, and some
key results of this simulation. Section 3 briefly describes some sensitivity studies and results of comparisons to the control simulation. The final section summarizes the results and conclusions and presents suggestions for future work.

b. Drylines

The term “dryline,” apparently first coined by McGuire (1962), refers to a narrow zone containing a sharp gradient of moisture in the planetary boundary layer. The sharpness of the dewpoint gradient has been documented by several observational studies (e.g., NSSP Staff 1963; Parsons et al. 1991; Ziegler and Hane 1993; Hane et al. 1993) to be up to several degrees Celsius per kilometer, which is much larger than the May climatological average of 0.04°C km⁻¹ for this region (Dodd 1965). A comprehensive summary of dryline characteristics can be found in Schaefer (1986).

Numerical studies by Sun and Wu (1992) found essential ingredients for the formation of drylines. They concluded that the three most important factors in dryline formation and sustenance of the moisture gradient are the presence of low-level vertical wind shear, the sloping terrain, and a gradient in soil moisture. With these three features present, an initial gradient of atmospheric moisture was not a requirement for the generation of a dryline. These findings regarding the impact of shear and soil moisture were confirmed by Ziegler et al. (1995); terrain also played an important role in that study.

However, there are still questions as to exactly how these components work together to create the strong moisture gradient, convergence, and vertical motions along the dryline. One possible explanation is the solenoidal forcing mechanism (Sun and Ogura 1979; Sun and Wu 1992; Ziegler and Hane 1993; Ziegler et al. 1995). This explanation requires that a persistent gradient in virtual potential temperature exist in the vicinity of the dryline with cooler air to the east.

Many studies have found virtual potential temperature gradients in conjunction with drylines (Ziegler and Hane 1993; Ogura and Chen 1977). Ogura and Chen (1977) argued that this gradient contributed to the rapid increase of convergence due to the “inland sea-breeze” effect (sea breezes are discussed in Estoque 1962; Pielke 1974). Numerical studies (e.g., Anthes et al. 1982; Benjamin 1986; Benjamin and Carlson 1986; Sun and Wu 1992; Ziegler et al. 1995) have also supported the notion that this solenoidal mechanism is responsible for generating convergence and hence increasing the moisture gradient and vertical motion along the dryline.

On the other hand, while investigating this problem with high-resolution, two-dimensional numerical simulations, the results of Ziegler et al. (1995) showed no direct correlation between the peak updraft strength and the virtual potential temperature gradient at the dryline. Instead, they argued that the gradient of mean boundary layer virtual temperature east of the dryline results in a mesoscale hydrostatic pressure gradient. This causes an upslope flow to develop, which terminates abruptly at the dryline, focusing convergence and vertical motion at this location. This process then leads to increased thermal contrasts across the dryline by kinematic frontogenetic forcing, and ultimately to increased circulation and vertical motion via the solenoidal mechanism.

This paper hypothesizes that an east-to-west gradient of decreasing soil moisture can enhance the virtual potential temperature gradient by providing a source of moisture flux to the atmosphere in addition to the moisture being advected from the Gulf of Mexico. This enhanced gradient of virtual potential temperature in the boundary layer increases the kinematic frontogenetic forcing, resulting in the intense convergence, large moisture gradients, and strong vertical motions associated with classical drylines.

c. Significance of heterogeneous soil moisture and vegetation

Pielke and Segal (1986) showed that mesoscale circulations due to differential heating of the terrain can be significant. The principal method for creating differential heating is through heterogeneous surface characteristics. There has been much effort in recent years to include land surface information in numerical models, from microscale simulations through large-scale climate simulations (e.g., Avissar and Pielke 1989; Li and Avissar 1994; Kost and Suarez 1992; Bonan et al. 1993; Pleim and Xiu 1995; Pitman 1994). This work has focused on issues such as the effect of land use on regional climate (e.g., Avissar and Pielke 1989; Pielke and Avissar 1990; Anthes 1984; Yan and Anthes 1988; Garrett 1982) and the improvement of numerical simulations for prediction purposes (Lee 1992; Pielke et al. 1997; Smith et al. 1994). Other studies suggested that the soil moisture field may be the most important parameter in determining the structure of the daytime boundary layer (e.g., McCumber and Pielke 1981; Zhang and Anthes 1982; Segal et al. 1995). Furthermore, Chang and Wetzel (1991) argued that the proper representation of evaporation and transpiration processes from the soil through vegetation canopies into the atmosphere is essential to mesoscale models, which try to predict pre-storm environments.

In a study similar to ours, Lanicci et al. (1987) presented results of three-dimensional simulations performed using The Pennsylvania State University–National Center for Atmospheric Research (NCAR) regional model at coarse resolution. In their work, they also performed sensitivity tests on the dryline by comparing a control run which used a climatologically derived soil moisture distribution to several runs with perturbed soil moisture fields. They found that variations in soil moisture have a significant effect on the large-scale dryline environment.
Ziegler et al. (1995) supported the findings of Lanicci et al. (1987) when they performed two-dimensional, high-resolution simulations of a dryline and compared their results with special airborne and sounding observations. Their study addressed the impact of east–west soil moisture variability and vegetation on the evolution of the convective boundary layer (CBL) and dryline formation. For classical dryline formation to occur in their simulations, a west-to-east gradient in volumetric soil moisture fraction of 0.15 (50 km)$^{-1}$ was required. Without soil moisture gradients, they observed the formation of a “nonclassical” dryline, with strong convergence and updrafts collocated with a weak moisture gradient.

The research presented here expands on the work of Ziegler et al. (1995) by incorporating a three-dimensional model and realistic soil moisture and vegetation distributions. It also improves upon the work performed by Lannici et al. (1987) by utilizing a much finer grid, more spatially detailed vegetation distributions, and a more representative soil moisture distribution to resolve some of the finescale features.

2. The control simulation (CONT)

a. Observed synoptic meteorological conditions on 15 May 1991

The particular dryline that serves as the focus of this study was observed as part of the COPS-91 field experiment (Hane et al. 1993). In addition to standard hourly National Weather Service (NWS) surface observations, data were also collected by the PAM-II (Portable Automated Mesonet II) network (Brock et al. 1986), M-CLASS (mobile Cross-chain Loran Atmospheric Sounding System) sounding units (Rust et al. 1990), and the NOAA P-3 research aircraft. Data collection schemes employed on this day are described in Hane et al. (1993).

All of the analyses of the observations shown in this section include data obtained from both the NWS standard network and the PAM-II network. Figure 1 shows the surface temperature and dewpoint analyses for 1200 UTC 15 May 1991. This corresponds to the initialization time for all of the simulations. A rather diffuse dewpoint gradient occurring from eastern Colorado south along
the Texas–New Mexico border was present at this time. Dewpoints were relatively constant east of this zone, with values ranging from 16° to 19°C across the Texas panhandle and western Oklahoma. West of the dryline, dewpoint temperatures ranged from −3° to −13°C across New Mexico and Colorado. Winds east of the moisture gradient were generally southerly or south-easterly. Westerly winds were observed west of the dewpoint gradient.

Figure 2 shows the temperature and dewpoint analyses for 1500 through 0000 UTC. By 1500 UTC, the southern half of the dryline had already moved nearly 100 km east to the central Texas panhandle. A zone of confluent winds along the moisture gradient had also become more pronounced, with southeasterly winds to the east and west-southwesterly winds to the west. A distinct tongue of warm air was analyzed just to the west of the confluent zone. Temperatures in the western Texas panhandle had risen rapidly to around 24°C, while the temperatures in the eastern Texas panhandle and western Oklahoma continued to hover around 20°C. Also note the pocket of slightly cooler air analyzed over the east-central Texas panhandle and southwest Oklahoma.

By 1800 UTC, the entire dryline was becoming very distinct from southwest Kansas south through the central Texas panhandle. The dewpoint temperatures varied by nearly 20°C across the Texas panhandle. The thermal tongue persisted, providing the typical dryline scenario of warm temperatures to the west and cooler tempera-
tures to the east. Throughout the remainder of the afternoon, the location of the dryline remained nearly stationary as the moisture gradient continued to increase.

It is important to point out that the objective analyses shown do not capture the actual finescale structure of the moisture gradient due to coarse observational spacing and to spatial filtering due to the interpolation of data to the analysis grid. Aircraft and M-CLASS sounding information revealed that, in contrast with the analyses shown here, the moisture gradient along the dryline actually occurred on a scale of less than 30 km, which is consistent with many of the dryline studies mentioned in the previous section and the model results of this study.

Since the region was only weakly influenced by upper-air disturbances on this particular day, convection was probably locally forced by convergence at the dryline generated by the thermally driven secondary circulation. Moderate convection developed in the immediate vicinity of the dryline. Deep convective clouds began developing between 1930 and 2000 UTC, with the deepest convection along the northern section of the dryline in southwest Kansas. By 2300 UTC, a few convective storms had developed in the eastern Texas panhandle and had begun moving northeast. Two of the storms that developed along the dryline eventually produced tornadoes near Laverne, Oklahoma, and Shamrock, Texas, that evening. Another study of the 15 May case by Grasso (1996) has explored the development of strong vertical rotation in simulated dryline convection.

b. Model configuration

The model employed for this study was the Colorado State University Regional Atmospheric Modeling System (CSU-RAMS, hereafter referred to as RAMS) described by Pielke et al. (1992) and Nicholls et al. (1995). RAMS has been validated as a forecast tool for various types of weather (e.g., Cram and Pielke 1987; Lyons et al. 1988; Cram et al. 1992; Cotton et al. 1994). For this study, it was configured as a three-dimensional, non-hydrostatic, compressible, primitive equation model. Surface-layer fluxes were parameterized using a prognostic soil model (Tremback and Kessler 1985) and vegetation model (Avissar and Pielke 1989). Vegetation parameters such as albedo, roughness length, and leaf area index (LAI) were specified based on the vegetation type in the model. Vegetation type (or land-surface category) was specified as one of 18 possible values based on the vegetation contribution to the turbulent fluxes used in our vegetation parameterization (Avissar and Pielke 1989). The value used to compute the heat fluxes uses LAI values multiplied by two to account for a contribution from both sides of the leaves. No convective parameterizations were employed; however, a microphysical parameterization for warm rainwater formation was used where the number concentration of raindrops is diagnosed from the prognosed mixing ratio and a specified droplet diameter.

To resolve some of the finer-scale features of the dryline environment, a nested grid configuration was used. The coarse outer grid used a grid spacing of 60 km, with grids two and three using 20 and 5 km, respectively. Vertical spacing ranged from 100 m at the lowest level to a maximum of 1000 m using vertical stretching. The vertical domain used 40 grid points and reached to approximately 18 km above the surface. A more detailed description of the model configuration can be found in Shaw (1995).

c. Initialization

Atmospheric variables were initialized using a combination of gridded 2.5° NMC pressure data, upper-air soundings, and surface observations for 1200 and 0000 UTC. The data were obtained from the mass storage system at NCAR. Lateral boundary conditions for the outer five grid points on the coarse grid were provided by a linear time series created from the data mentioned above (“nudging”).

A plot of the topography and vegetation type on the fine grid is shown in Fig. 3. For this simulation, the vegetation types on grid 3 were crop/mixed farming (CMF), short grass (SG), evergreen needle leaf tree (ENT), irrigated crops (IC), and evergreen shrub (ES).

As mentioned earlier, LAI is a function of the vegetation type in the model. It is also a function of the seasonal average surface temperature. During the month of May, the vegetation in the Great Plains is near maximum “greenness,” so the LAI is also approaching a maximum. Using this scheme, the value of maximum LAI for all vegetation types other than short grass, which has a maximum value of 2, is 6. Preliminary tests showed surface fluxes were much higher than what one would expect, based on measurements of surface fluxes for similar conditions (e.g., Stull 1988). In Avissar and Pielke (1989), the contribution to the surface fluxes by the vegetation canopy is directly proportional to the LAI. The value used to compute the heat fluxes uses LAI values multiplied by two to account for a contribution from both sides of the leaves.

During the study, it was questioned whether the values of LAI specified in BATS were appropriate, and if the simple linear relationship between LAI and the vegetation contribution to the turbulent fluxes used in our vegetation parameterization (Avissar and Pielke 1989) were appropriate. As discussed in the next two paragraphs, however, the LAI used in our experiments was limited to values that are consistent with observations

---

1 LAI is defined as from the top side of the leaves.
over our region of study. For this value of LAI, the simulated fluxes are very realistic.

Lee (1992) calculated LAI directly from normalized difference vegetation index (NDVI) data for the northern Great Plains for May 1990. Although the NDVI to LAI conversion formulas used by Lee do not cover all vegetation types, none of the LAI values calculated from the satellite data exceeded 2 anywhere on his grid. Although the actual leaf area may have LAIs as high as 6 or more, the amount of light reaching leaves at the bottom of the canopy will be greatly reduced in accordance with the Beer–Bouguer law (Rosenberg et al. 1983). This reduced flux density of light inside the canopy is expected to decrease transpiration by these inner leaves. Therefore, the “effective LAI” in terms of enhancing the surface flux was reduced in a model test run.

Lemeur and Rosenberg (1979) used their SHORTWAVE model to predict the reflectance of total short-wave, near-infrared, and photosynthetically active radiation (PAR) as a function of LAI and sun angle over a poplar forest. They concluded that the effect of LAI on transpiration is insignificant after a value of 2 is achieved. Based on these findings and the apparently unrealistically high fluxes, test runs were made with the LAI limited to 3 or less in the surface flux calculations. If the specified BATS vegetation type had an LAI exceeding 3, the value was set to be equal to 3. If the specified LAI value was less than or equal to 3, then the actual value was used. This scheme produced realistic values of sensible and latent heat fluxes, and also produced modeled surface fields in reasonably good agreement with the observations of surface meteorological parameters. Thus, it was decided that the control simulation would employ the LAI modification to the RAMS code. A sensitivity test simulation that did not limit LAI (standard configuration) is described in Shaw (1995).

![Figure 3. Land cover and vegetation type from the Biosphere–Atmosphere Transfer Scheme (BATS; Dickinson et al. 1986) on grid 3. Vegetation types on this grid are crop/mixed farming (CMF), short grass (SG), evergreen needleleaf tree (ENT), irrigated crop (IC), and evergreen shrub (ES). Topographic contours are overlaid. Contour interval is 100 m.](image)
An antecedent precipitation index (API) was used to initialize the soil moisture for the control simulation (Wetzel and Chang 1988). An API value was calculated for each reporting station from a 3-month series of 24-h precipitation data and included a parameterization of bulk evaporation/transpiration. The API values were then converted into a value of volumetric soil moisture for sandy clay loam and objectively analyzed using a Barnes scheme. This analysis was then interpolated onto the RAMS grids. To ensure that the API was a realistic representation of the conditions, the analysis was confirmed using qualitative comparisons to the weekly crop moisture index for 11 May 1991 (USDOC/USDA 1991). Figure 4 shows the volumetric soil moisture analysis on grid 2.

**Verification**

To lend credibility to any sensitivity tests, it is vitally important to show that the control simulation reasonably approximated the observed conditions. As shown in this section, the control run is realistic in depicting the location, orientation, and structure of the observed dryline.

In our discussion, results from the second grid were used for the horizontal plots, since for verification purposes the 20-km grid spacing is broadly comparable to the finest surface station spacing. Additionally, the NWS and PAM-II observations were interpolated to a grid with identical coordinates and projection as the model's grid 2 and analyzed with a Barnes objective analysis. Figures 5 and 6 show a comparison of surface temperature and surface mixing ratio at 0000 UTC, respectively, with horizontal winds. As mentioned previously, the gradients of temperature and moisture as analyzed from the observations may not reflect the strength of the actual gradients due to coarse horizontal spacing of the observations.

The isotherm plots reveal that the control run simulated the pattern and magnitude of the dryline rather well. The position of the warm tongue over the Texas panhandle is correct, although the 28°C isotherm does not extend into the Oklahoma panhandle on the observation analysis as it does in the simulation. Note that there were stations reporting temperatures of 28°C in that region (see Fig. 2). The smoothing of the Barnes analysis scheme tends to miss narrow features when
observations are relatively sparse, and the model results seem to indicate that the zone of 28°C temperatures along the warm tongue was fairly narrow. The cool pocket of 26°C temperatures over southwest Oklahoma in the simulation does not appear as obvious on the analysis of the observations. However, if one again refers back to Fig. 2, there was a band of cooler temperatures (26°C) extending northwestward from southwest Oklahoma.

Comparison of the surface mixing ratio fields also indicates the high quality representation of observed conditions by the control simulation. If one arbitrarily chooses the 7 g kg⁻¹ isohume to represent the approximate location of the dryline, it is clear that the model closely reproduced the location and shape of the dryline. The peak moisture gradient in the simulation (=8 g kg⁻¹ per 20 km on grid 2) is much sharper than the objective analysis (~10 g kg⁻¹ per 100 km). In actuality, based on the M-CLASS soundings and the aircraft traverses, the simulated moisture gradient was actually slightly less than the observed gradients exceeding 3 g kg⁻¹ per 2 km (150 m AGL) and 6 g kg⁻¹ per 3 km at 500 m AGL. If a finer grid were employed (e.g., 1-km spacing), we speculate that gradients as intense as those observed probably could be simulated. However, the simulation is still able to resolve features that could not have been observed from the standard data.

The main discrepancy in the simulation concerning the moisture field was that the model tended to be too moist just above the surface, both east and west of the dryline. The moist patch over southwest Oklahoma (which corresponded to a moist patch of soil) was 2–3 g kg⁻¹ too moist in the simulation and covered a larger area than the observations would indicate. Horizontal flow was divergent and a mesoscale surface pressure ridge (not shown) was in place over the moist patch, forcing the development of a nonclassical mesoscale circulation (NCMC; Segal and Arritt 1992). West of the dryline, the simulation results are very comparable to the observations with the exception of the west-central Texas panhandle where a patch of extremely dry air was apparent in the observations.

As with the surface temperatures and mixing ratios, the control run also simulated the winds with accuracy. The position of the circulation center associated with the low pressure system in southeast Colorado was predicted accurately, as well as the zone of confluent winds associated with the dryline. One important feature that appeared in both the observations and the control simulation is the zone of nearly easterly winds in extreme southwest Oklahoma extending about 50 km south into Texas. This area of strong ageostrophic easterly winds corresponded to the area of extremely moist soil in the model initialization. If these easterly winds are a result of solenoidal forcing induced by the soil moisture gradient, one might presume that the soil moisture analysis created by the API method was representative and that it was an important feature that affected the dryline environment.

Individual station information from both NWS and PAM-II sites, data collected from the P-3 traverses (not shown; e.g., see Fig. 2 of Hane et al. 1993), and M-CLASS soundings were also used to compare the observations with the model simulation. Figure 7 is a plot of the two M-CLASS soundings overlaid with plots of model output from the nearest points on grid 3 at 2300 UTC. The simulated soundings exhibited the classical features of the west and east dryline environments and strongly resembled the observed soundings for this particular case. The control run simulated the western temperature profile (MC1) with accuracy and was more moist than observations. East of the dryline at MC2, the control run closely approximated the observations, although the inversion above the moist boundary layer was at a lower altitude than observed. Additionally, the control run at MC2 was too moist in the lowest 50 mb,
but was slightly too dry above this layer up to 475 mb, above which it was again too moist. However, the control simulation forecast of the moisture profile at the two M-CLASS sounding locations is still quite good with respect to the layer averages.

Various parameters calculated from the soundings are compared with observed values in Table 1. The thermodynamic indices were calculated based on an average of the lowest 1-km conditions, approximately the observed convective boundary layer depth, to reduce the effect of surface-layer moisture bias on simulated sounding parameters. The storm-relative helicity (SREH) was calculated for the surface to 4-km layer.

An estimated storm motion was calculated for each grid point by taking 75% of the mean 3–10-km wind speed and adding 30° to the mean direction [i.e., storm motion slightly to the right, as suggested by Wallace and Hobbs (1977)]. Observed and modeled sounding parameters show broad agreement and, in particular, reveal conditions capable of supporting rotating supercell thunderstorms east of the dryline.

Vertical cross sections were also taken from the model output and compared to cross sections derived from data taken during the P-3 flight and can be seen in Shaw (1995). The cross sections revealed that the simulated dryline was approximately 30 km west of the observed location along the P-3 track. The surface mixing ratio gradient was also slightly weaker than observed (about 0.1 g kg⁻¹ km⁻¹ lower), and the vertical motions at the dryline were slightly weaker in the simulation. Since the model resolution on grid 3 was effectively 10 km, this performance is considered to be quite good.

Table 1. Comparison of observed and control simulation (CONT) sounding parameters for 2300 UTC 15 May 1991. Thermodynamic variables were calculated based on mean conditions of the lowest 1 km. SREH is calculated from 0 to 4 km.

<table>
<thead>
<tr>
<th></th>
<th>Mean temperature for lowest 1 km (°C)</th>
<th>Mean mixing ratio for lowest 1 km (g kg⁻¹)</th>
<th>Convective temperature (°C)</th>
<th>Lifted index (°C)</th>
<th>CAPE (J kg⁻¹)</th>
<th>SREH (m² s⁻²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obs west</td>
<td>23.7</td>
<td>2.6</td>
<td>30.6</td>
<td>1.9</td>
<td>0</td>
<td>-6.5</td>
</tr>
<tr>
<td>CONT west</td>
<td>23.8</td>
<td>5.3</td>
<td>30.4</td>
<td>-1.5</td>
<td>251</td>
<td>71.3</td>
</tr>
<tr>
<td>Obs east</td>
<td>21.7</td>
<td>12.4</td>
<td>29.1</td>
<td>-6.9</td>
<td>1839</td>
<td>176.5</td>
</tr>
<tr>
<td>CONT east</td>
<td>22.9</td>
<td>10.9</td>
<td>30.7</td>
<td>-6.5</td>
<td>1780</td>
<td>175.5</td>
</tr>
</tbody>
</table>

Fig. 7. Skew T plots at MC1 (top) and MC2 (bottom), located just west and east of the dryline in the eastern Texas panhandle, respectively. Solid line profiles are from the nearest grid point in the control simulation. M-CLASS observed profiles are plotted with dotted lines. Left and right wind profiles are from the CONT run and observations, respectively, and are in meters per second.
Figure 8 contains plots for four PAM-II stations located east of the dryline and corresponding plots from the nearest grid location in the control simulation. Again, in all cases except at station M06, the model results were slightly too moist. This difference is most pronounced at stations M03 and M05 in the late afternoon hours.

A comparison of the profile at M03 with the P-3 traverses, as in Shaw (1995), demonstrates that the dryline reached this station from the west around 2200 UTC, as entrainment drying occurred from 1500 to 2200 UTC. Some of the entrainment drying inferred from observations appears to have been offset by episodes of horizontal moisture transport (e.g., from 1600 to 1700 UTC). During a later episode of moisture influx from 2200 to 0000 UTC, it appears as if the dryline retreated back to the west of the station. There was a much weaker indication of warming and drying at this location in the control simulation, and the modeled drying occurred later in the day, from 1900 until 2200 UTC. It was pointed out earlier that the simulated dryline was approximately 30 km to the west of the observed location. This would probably account for the discrepancy at station M03, which apparently was just east of the dryline throughout the afternoon hours.

At M05, the model results showed moistening continuing until 2000 UTC, while the observation indicated a generally constant amount of moisture from 1600 until 2000 UTC. After 2000 UTC, the atmosphere warmed and dried until 2300 UTC, and the model captured this feature fairly accurately. The other two stations appear to have been modeled reasonably well.
All four stations reflect characteristics of “moistening” or “entrainment-drying” convective boundary layers (Mahrt 1991), with the westernmost stations moving from the moistening to drying phase earlier than the easternmost stations. Since M06 is just upstream from the moist patch in southwest Oklahoma, while M05 is immediately downstream from the moist patch, differences in the timing and duration of the moistening stage at both sites is consistent with downstream flux of moisture transpired over the moist soil patch.

Similar plots were made for Dalhart and Amarillo (Shaw 1995), both of which were west of the dryline throughout most of the day. The mixing lines for both stations were prominently modeled, indicating the warming and drying trend that one would expect for locations west of the dryline. Strong entrainment warming and drying were evident at AMA from 1400 to 1500 UTC, indicative of dryline passage, but was not emphasized in the model, although a wind shift and diffuse moisture gradient was simulated. Inspection of P-3 data (not shown) indicates that the dryline was 15–30 km east of AMA around 1530 UTC. The strong drying observed at AMA from 1400 to 1500 UTC is indicative of the inversion east of the dryline being eroded.

Based on all of these qualitative comparisons of the control run to observations, as well as some quantitative comparisons (shown later), RAMS demonstrated a capability to reliably predict the evolution of the dryline for this particular case. This allows the results to be used for gaining insight into the dryline and prestorm environmental structure and for comparison to sensitivity tests.

e. Simulated dryline environment

A plot of the sensible and latent heat fluxes is shown in Fig. 9. The location of the moist patch of soil in southwest Oklahoma is very obvious on these plots. The sensible heat flux actually decreases to 0 W m\(^{-2}\) or less in this area, while the latent heat flux exceeds 400 W m\(^{-2}\) and approaches 500 W m\(^{-2}\). There is clearly a large variability of the simulated heat fluxes in the north–south direction, producing an undulation of the dryline in the north–south direction (Fig. 6). The result is a gradient of sensible and latent heat fluxes with opposite signs of approximately 225 W m\(^{-2}\) (50 km)\(^{-1}\) in the southern portion of the Texas panhandle. Although this heat flux gradient is about twice the value that Ziegler et al. (1995) determined to be required for dryline formation, the results of both studies are comparable since the value here is a peak value rather than a north–south average.

The strong gradient of latent heat flux probably contributed to the intensification of the atmospheric moisture gradient in this region. The strong sensible heating gradient provided a mechanism through which thermal gradients were produced, which may have induced mesoscale circulations in this region that worked to further intensify the atmospheric gradients (Pielke and Segal 1986; Ziegler et al. 1995).

Strong gradients of temperature and moisture did exist in the area of the flux gradient in the observations and the simulation, indicating the role of differential heating to force locally high surface pressures and horizontal divergence over the moist patch. Additionally,
there was an area of winds with more of an easterly component just to the east of the flux gradient both in the observations and simulation.

The horizontal dryline structure as simulated in the control run is effectively illustrated in a plot of horizontal moisture flux convergence (Fig. 10). The dryline is very pronounced as a continuous band of extremely strong moisture convergence. The bands of convergence seen west of the dryline broadly resemble horizontal roll circulations. However, the model resolution used here is too coarse to represent the class of roll-type circulations known as horizontal convective rolls (HCRs), which are typical of a highly sheared, convectively unstable environment as present near the dryline. In any event, it is intriguing that these roll-like features appear to produce small-scale undulations where they intersect with the dryline, suggesting a connection to studies of “dryline wave” generation discussed by McGinley and Sasaki (1975) and Koch and McCarthy (1982). Although our inferences are based on model results, the present study documents these features in the dryline environment for the first time.

The analyses of vertical soundings generated from the simulation indicated that the environment east of the dryline was conducive to severe storm formation. Using the same calculation methods as described earlier, horizontal plots of CAPE and SREH were generated. Figure 11 shows the CAPE (convective available potential energy) field from the control simulation at 2000 UTC. Values of CAPE ranged from 0 J kg$^{-1}$ west of the dryline to 3000 J kg$^{-1}$ east of the dryline, with the highest values over the moist soil patch and at the eastern edge of the grid, where low-level atmospheric moisture was abundant. A very tight gradient (including local maxima) of CAPE existed along the dryline.

The SREH at 2000 UTC is shown in Fig. 12 for all points where CAPE exceeded 500 J kg$^{-1}$. An assumed storm motion was calculated for each grid point and was taken to be 75% of the speed and 30° to the right of the mean wind from 3 to 10 km. As with the CAPE,
SREH undergoes significant gradients along portions of the dryline. Large areas east of the dryline had SREH values greater than or equal to 100 m$^2$ s$^{-2}$, and an area of maximum SREH exceeding 200 m$^2$ s$^{-2}$ occurred near Childress. This was a result of the easterly winds induced by the strong virtual potential temperature gradient around the edge of the moist soil patch. This highlights the importance of the soil moisture effect on the localization of low-level wind shear.

The fine grid used in the simulation was not of high enough resolution to explicitly resolve convection. Nevertheless, it is interesting that the model produced local regions of grid-scale water saturation due to lifting of moisture at the dryline. The areas where precipitation was produced corresponded to the same areas where convective cells were indicated by NWS radar summary charts.

These areas of resolved precipitation, shown in detail in Shaw (1995), are a result of the pressure and buoyancy forces causing a vertical acceleration as in real convection. These precipitation features in our simulation are related to but distinct from parameterized subgrid convection as developed for regional and mesoscale models, since our model configuration did not employ any convective parameterizations. These precipitation fields are broadly comparable to results of Lakhtakia and Warner (1987), who employed a subgrid convective parameterization to simulate formation of “lid-edge” precipitation using The Pennsylvania State University MM4 regional model. Due to the much finer grid resolution and nonhydrostatic dynamics in the present case, precipitation is much more localized and produces more realistic low-level cold pool boundary layer features than in the former study.

3. Sensitivity tests

Other simulations were run to test the dryline and prestorm environment response to variations in the soil
moisture and vegetation patterns. All of the sensitivity tests are detailed in Shaw (1995). This paper presents selected results from the most significant sensitivity test, a simulation that used the same model configuration as the control run except for the initialization of soil moisture with a constant dry value. We called this test the “homogeneous-dry” (HOMD) simulation.

Figure 13 illustrates how the dryline evolved differently in the control and HOMD simulations. In both runs, the moisture gradient gradually formed and moved east until 0000 UTC. After 2100 UTC, the gradient sharpened dramatically in the control simulation and moistening of the CBL east of the dryline continued. This continued moistening was in sharp contrast to the drying, which occurred in the HOMD simulation. The moisture gradient in the HOMD advanced farther east along this transect than in the control simulation and was of much weaker magnitude. In fact, the gradient was weak enough that one could argue that a classical dryline did not form.

One additional point of interest is the double peak of moisture in the HOMD simulation. Both of these gradient peaks were collocated with a zone of convergence. This multiple gradient feature has been observed in several cases (Hane et al. 1993) and may be a manifestation of the breakdown of a single vertical circulation east of the dryline into multiple circulations.

An analysis of virtual potential temperature from the lowest model grid level from the control run and the HOMD run is shown in Fig. 14. This figure clearly supports the hypothesis that an east to west gradient of decreasing soil moisture enhances the virtual potential temperature gradient. The lack of a soil moisture gradient in the HOMD run led to a much more uniform distribution of surface heat fluxes and a weaker east–west virtual potential temperature gradient than the con-

Fig. 12. Storm-relative environmental helicity (m$^2$s$^{-2}$) at 2000 UTC from the control simulation. Using model profiles, SREH is computed following definition given by Bluestein and Parker (1993). SREH is plotted only at points where the CAPE equals or exceeds 500 J kg$^{-1}$. Values on the scale represent the minimum value for the corresponding shade.
control run. This, in turn, allowed the moist air in the eastern Texas panhandle to mix out much more rapidly, allowing the dryline to penetrate farther east with a slightly faster eastward movement. This is consistent with the notion that the net dryline motion is a result of the balance between the westward density current–like movement and the eastward movement due to advection by the prevailing westerly shear (Ziegler et al. 1995). Since the virtual potential temperature gradient was weaker in the HOMD case, the density current component was weaker, thus allowing the advective component to have more of an impact during the afternoon.

Both simulations were compared to observations using a statistical approach. Following the methodology utilized by Keyser and Anthes (1977) and outlined by Pielke (1984), values of model rms error ($E$), unbiased rms error ($E_{ub}$), and the standard deviation of the observations ($\sigma_{obs}$) and closest model grid points ($\sigma$) were computed for each hour of the control simulation. Six available observation sites (two conventional, four PAM-II sites) were used for the analysis. Stations were located on both sides of the afternoon dryline. It should also be noted that the PAM-II stations used for verification were not used in the initialization of the simulations.

The skill indicator ratios and the model bias from both simulations for surface potential temperature and mixing ratio are shown in Tables 2 and 3, respectively. For a model to have skill, $\sigma/\sigma_{obs}$ should be near unity, while $E/\sigma_{obs}$ and $E_{ub}/\sigma_{obs}$ should each be less than one. The smaller the latter two ratios are, the better the skill indicated.

### Table 2: Ratios indicating skill and bias of the control (CONT) and HOMD simulations for six observations of surface potential temperature. The values shown are the mean values for all hours.

<table>
<thead>
<tr>
<th>Run</th>
<th>$\sigma/\sigma_{obs}$</th>
<th>$E/\sigma_{obs}$</th>
<th>$E_{ub}/\sigma_{obs}$</th>
<th>Bias (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONT</td>
<td>1.13</td>
<td>0.61</td>
<td>0.54</td>
<td>0.62</td>
</tr>
<tr>
<td>HOMD</td>
<td>2.67</td>
<td>0.80</td>
<td>0.66</td>
<td>0.64</td>
</tr>
</tbody>
</table>
It is quite apparent from these tables that the inclusion of a realistic variable soil moisture made a significant difference on the skill of the simulations. The HOMD simulation had significantly less skill based on the ratio of the standard deviations, especially in the potential temperature forecasts.

4. Summary and conclusions

Several new approaches and results are demonstrated in this study. First, three-dimensional simulations of the dryline environment at rather high resolution employing a realistic initialization (including soil moisture and vegetation) provide more detailed insight into the evolution of the dryline environment than ever before. Second, the validation of the control simulation with PAM-II observations, aircraft observations, and M-CLASS soundings including the interpretation of Bowen ratio tendency with saturation-point analyses lends credibility to the simulation results.

The results document the realistic simulation of dryline formation and movement; sharp across-dryline gradients of moisture, temperature, horizontal winds, and vertical motion [comparable to Ziegler et al. (1995) but much larger than in previous studies]; irregularities of the dryline in the north–south direction; and the presence of convergence bands in the boundary layer west and east of the dryline itself. Additionally, the results show a direct, positive correlation between the soil moisture pattern and the regional sensible and latent heat flux patterns. Furthermore, the results show that these patterns play a significant role in the formation of large gradients in the local structure of convective instability and helicity. Thus, it is concluded that the prediction of the convective storm mode and the ability of numerical models to accurately forecast such activity along the dryline is directly tied to the ability to simulate the detailed dryline morphology. This, in turn, may very well be tied to our ability to accurately represent the soil moisture and vegetation conditions at spatial resolutions comparable to or better than this study.

Finally, the sensitivity tests show the impact that a change in the soil moisture pattern has on the resulting dryline formation. The apparently more accurate representation by the control run suggests the value of including such information in operational forecast models. Additionally, the response of the boundary layer horizontal virtual potential temperature gradient to the soil moisture gradient and the resulting dryline structure validates the hypothesis that kinematic frontogenetic forcing is key to the formation and sustenance of the very large atmospheric moisture gradients found along drylines. The soil moisture gradient appears to be a key mechanism for generation of solenoidal forcing critical to the kinematic frontogenesis process. Additionally, the moist soil east of the dryline provides a source of moisture replenishment for the boundary layer that offsets the drying effect of warm, dry air west of the dryline being mixed down to the surface at the convergence zone. This is analogous to large-scale, synoptically forced cold fronts, where warm advection at the surface ahead of the cold front aids in maintaining the strong temperature gradient. In the case of the dryline, the proximity of the moist soil to the east allows moisture transport to the dryline zone in timescales much shorter than if the only moisture source was farther away (e.g., the Gulf of Mexico). This may be one of the reasons drylines (in contrast to strong cold fronts) are able to develop intense gradients and dissipate on a daily basis during synoptically quiescent periods.

Based on these results, it appears likely that there is a relationship between the land surface conditions and dryline formation and evolution. This leads to an interesting question regarding cause and effect, since while the dryline is apparently affected by land surface, the land surface is also affected by the temperature, humidity, and precipitation regimes associated with the dryline. A suggested future study would be to couple RAMS or a similar regional model with an ecosystem dynamics model and perform seasonal or longer-term experiments to see how the vegetation coverage and weather patterns interact.

Additionally, future studies could involve sensitivity simulations using more detailed precipitation analyses [e.g., perhaps derived from the WSR-88D radar network; or from satellite; Jones (1996)] and a realistic variable soil-type database for improved analysis of soil moisture. Ultimately, simulations should be run in a quasi-operational mode using these improved initialization techniques and the results compared to those of the current suite of operational regional models being used by civilian and military weather centers.

As new methods and data are incorporated in specifying the land surface conditions, our understanding of their effects on the atmosphere should increase. This will have a direct benefit for new operational mesoscale models, thus improving our ability to forecast short term mesoscale weather events.
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