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ABSTRACT

The exact solution of the nonhydrostatic pressure residual (total pressure perturbation minus hydrostatic pressure perturbation) in Defant's linear model is derived. The quasi-nonhydrostatic residual, introduced by Pielke, and the pressure-correction term by Orlanski are compared with the exact residual for varying physical situations. It is found that, within the linear framework, nonhydrostatic effects generally become relatively more important when the environmental stability is near the neutral state and/or the associated horizontal length scale is several kilometers or smaller. The residual components associated with buoyancy and horizontal momentum are the two important physical mechanisms contributing to the generation of nonhydrostatic effects. In a near-neutral environment, a pressure residual must include the horizontal momentum nonhydrostatic residual in order to approximate more accurately the nonhydrostatic effects, while in a sufficiently stable environment the total pressure tends to behave hydrostatically, although the nonhydrostatic effect which does occur is associated with the nonhydrostatic buoyancy term.

The residual approach has the advantage in a numerical model in that it need only be applied in a subdomain of a model where vertical accelerations are important, while the more economical hydrostatic equation for pressure can be used elsewhere.

1. Introduction

Defant's linear model for local thermally-induced circulations (Defant, 1951) is utilized to analyze the magnitude of nonhydrostatic effects in a linear model and to investigate the accuracy of several methods for the potential incorporation of these effects into mesoscale numerical models. Martin and Pielke (1983) used the Defant model, together with a nonlinear analogue, to investigate the adequacy of the hydrostatic assumption for sea breeze circulations over a flat surface. Among their results, they showed that in a linear framework the hydrostatic assumption is accurate for scales of heating of only a few kilometers, provided the environment is stable and the subgrid-scale heat diffusion is not strong. When nonlinear advections were added, the scale of the response (i.e., the scale of the sea breeze circulation) tends to become smaller than the scale of the surface forcing. Thus, the scale-dependence of the hydrostatic assumption derived from a linear framework may not be valid in a nonlinear system.

It is of practical interest to know quantitatively how the nonhydrostatic terms in a primitive equation model would behave under varying physical conditions. A detailed study of this type should, of course, include advective effects, and perhaps also consider the situations when nonlinear forcing exists (as suggested in Martin and Pielke, 1983; and Orlanski, 1981). The Defant model is certainly insufficient for such a complete analysis. Pielke (1984) indicates some shortcomings of the Defant model, namely that: 1) the subgrid-scale turbulent exchange coefficients are independent of time and space, 2) the advection of temperature and velocity are ignored, 3) the environmental stability is considered a constant, 4) the surface temperature perturbation is prescribed, and 5) no nonlinear interactions are permitted among the dependent variables.

However, the Defant model does permit an evaluation of several of the important forcings (in a linear framework) in a thermally forced atmospheric system. Since the use of the Defant model provides mathematically exact solutions, such a linear analytic model provides investigators with the ability to explore the significance of many important processes without the complication of computational errors. Besides, once the linear processes are well understood, the important nonlinear processes can be added later on and studied in a focused and more clear manner.

There are several procedures to evaluate computationally nonhydrostatic effects in the atmosphere. For example, the total pressure perturbation can be solved directly from the ideal gas law in a nonhydrostatic, fully compressible model (Klemp and Wilhelmson, 1978; Cotton and Tripoli, 1978; Tapp and White, 1976; etc.), or, it may be solved using a Poisson-type of equation in an anelastic model (Ogura and Charney, 1961; Neumann and Mahrer, 1971; Schlesinger, 1978; etc.). For a mesoscale, incompressible model, Pielke (1972) derived a residual method which utilizes a Poisson-
type of equation, but for the nonhydrostatic residuals only (the "residual" for any physical variable is defined in this study by subtracting the value of that variable when obtained assuming pressure varies hydrostatically from the value when no hydrostatic assumption is made). The computational advantage of such a residual method over the complete Poisson equation approach as reported in Pielke (1984), is that it can be evaluated for only a subregion of a model, while in the remainder of the domain, where the vertical accelerations are less, the more economical hydrostatic equation for pressure can be applied. As a result of the boundary condition for the residual in the subdomain (i.e., the residual equals zero), the residual method is easier to implement computationally than the complete Poisson equation. The residual method can also be applied at selected periods during an integration (i.e., when nonhydrostatic effects become large), rather than the entire integration period. Orlanski (1981) suggested a simple modification in hydrostatic model equations, in order to account to some extent for nonhydrostatic effects (i.e., his quasi-hydrostatic approximation).

In the present study, the Pielke (1972) and the Orlanski (1981) approaches will be applied in the Defant model in order to examine the accuracy and applicability of the residual solution techniques suggested in Pielke (1972) and Orlanski (1981), as compared with the exact solution.

The factors which are considered significant in affecting both the relative importance of nonhydrostatic effects and the applicability of the residual technique (in a linear framework) are: horizontal length scale, large scale stability, subgrid-scale heat diffusion, strength of surface heating, and friction. Each of these physical parameters will be discussed with respect to its influence on the nonhydrostatic pressure. In Section 2, the exact solution of the nonhydrostatic residual will first be derived, which will then be simplified such that it can be applied using only information from a hydrostatic model. The solutions will then be tested under different physical conditions in Section 3.

These tests of the relative magnitudes of nonhydrostatic effects are similar to those performed in Martin and Pielke (1983). However, this study is distinct from that study in that we derive a mathematically exact solution of the nonhydrostatic pressure residual, while in that study the residual was obtained by merely differencing the nonhydrostatic and hydrostatic solutions of the Defant governing equations. Furthermore, once the exact residual is derived, simplifications can be made upon it to derive a prognostic method such that the method can be of practical value in a mesoscale numerical model.

In Section 4, the exact residual is compared with three other residual approximations, two of which correspond to the approaches introduced in Pielke (1972) and Orlanski (1981). The important physical mechanisms which contribute to the generation of nonhydrostatic effects are examined through the comparisons. Finally, the conclusion of this study is given in Section 5.

2. The nonhydrostatic residuals

The governing equations of the two-dimensional Defant model (as used in Pielke, 1984; and Martin and Pielke, 1983) are:

\[
\frac{\partial u}{\partial t} = -\alpha_u \frac{\partial p}{\partial x} + f_0 - \sigma_u u \\
\frac{\partial v}{\partial t} = -fu - \sigma_v v \\
\lambda \frac{\partial w}{\partial t} = \theta g - \alpha_o \frac{\partial p}{\partial z} - \lambda_s w \\
\frac{\partial u}{\partial x} + \frac{\partial w}{\partial z} = 0 \\
\frac{\partial \theta}{\partial t} = -\omega \frac{\partial \theta_0}{\partial z} + K \left[ \frac{\partial^2 \theta}{\partial x^2} + \frac{\partial^2 \theta}{\partial z^2} \right]
\]

where the prognostic variables \((u, v, w, \theta)\) are perturbations from a basic state which is motionless, hydrostatic, and horizontally homogeneous with a constant stability (basic state quantities are denoted by subscript zero); \(\sigma_u\) and \(\sigma_v\) are the Rayleigh friction coefficients of horizontal and vertical momentum, while \(K\) is the eddy exchange coefficient for heat; these are considered as constants in the specific experiments in this study. The parameter \(\lambda\) is used to trace the nonhydrostatic effects. As evident in (3), \(\lambda = 1\) and \(\lambda = 0\) refer to nonhydrostatic and to hydrostatic sets of equations, respectively.

The procedure to derive the analytic solution of Defant’s model was discussed in detail in Pielke (1984) and Martin (1981). For the purpose of this study, only the final solution set is listed here:

\[
\begin{align*}
u(x, z, t) &= \tilde{u}(z)e^{i\omega t} \cos kx \\
v(x, z, t) &= \tilde{v}(z)e^{i\omega t} \cos kx \\
w(x, z, t) &= \tilde{w}(z)e^{i\omega t} \sin kx \\
p(x, z, t) &= \tilde{p}(z)e^{i\omega t} \sin kx \\
\theta(x, z, t) &= \tilde{\theta}(z)e^{i\omega t} \sin kx \\
k &= \frac{2\pi}{L_x}, \quad \omega = \frac{2\pi}{P}, \quad i = \sqrt{-1}
\end{align*}
\]

where \(k, L_x\) are horizontal wavenumber and wavelength, \(\omega, P\) are the frequency and period of the heating function, and

\[
\tilde{u}(z) = -\frac{1}{k} \frac{1}{b^2 - a^2} \left( ae^{az} + be^{-br} \right) \\
\tilde{v}(z) = \frac{1}{i\omega + \sigma_v k b^2 - a^2} \left( ae^{az} + be^{-br} \right)
\]
\[\begin{align*}
\hat{w}(z) &= \frac{-rM}{b^2 - a^2} (e^{az} - e^{bz}) \\
\hat{\rho}(z) &= -\frac{Mg}{\theta_0 \alpha_0} \frac{1}{b^2 - a^2} (ae^{az} + be^{bz}) \\
\hat{\theta}(z) &= \frac{M}{b^2 - a^2} [(b^2 - s)e^{az} - (a^2 - s)e^{bz}].
\end{align*}\]

The parameters \(a\) and \(b\) are obtained from:

\[\begin{align*}
a^2 &= b^2 = \frac{\eta^2 + s}{2} \pm \frac{1}{2} \left[(\eta^2 - s)^2 + 4\epsilon r\right]^{1/2} \\
a &= \pm \sqrt{a^2}, \quad b = \pm \sqrt{b^2}.
\end{align*}\]

As in Martin and Pielke (1983), the negative root is used for \(a\) and the positive root for \(b\); with

\[\begin{align*}
\eta^2 &= \lambda k^2 \frac{(i\omega + \sigma_x)(i\omega + \sigma_z)}{(i\omega + \sigma_x)^2 + f^2} \\
r &= -\frac{g}{\theta_0} k^2 \frac{i\omega + \sigma_x}{(i\omega + \sigma_x)^2 + f^2} \\
\epsilon &= \beta/K \left(\beta \frac{d\theta_0}{dz}\right) \\
s &= \frac{i\omega}{K} + k^2.
\end{align*}\]

As can be seen from above, when the hydrostatic assumption is made, \(\lambda = 0\), thus \(\eta^2 = 0\), and \(a\) and \(b\) are obtained from

\[\begin{align*}
a_H^2 &= b_H^2 = \frac{s}{2} \pm \frac{1}{2} (s^2 + 4\epsilon r)^{1/2} \\
a_H &= \pm \sqrt{a_H^2}, \quad b_H = \pm \sqrt{b_H^2}
\end{align*}\]

where the subscript \(H\) of any quantity denotes hydrostatic, and the \(a_H\) and \(b_H\) are obtained in the same manner as \(a\) and \(b\).

Since all the prognostic variables are functions of \(a\) and \(b\), we know that they will have different solutions if \(a_H\) and \(b_H\) replace \(a\) and \(b\). Thus, to obtain the exact solution for the differences between the hydrostatic and nonhydrostatic quantities, we need to consider this difference in all the prognostic variables in the governing equations.

The residual (i.e., nonhydrostatic) pressure perturbation (denoted as \(R\), where \(R = p - p_H\)) is obtained as follows:

Take \(\frac{\partial}{\partial x}\) (1):

\[\begin{align*}
\frac{\partial^2 p}{\partial x^2} &= -\frac{1}{\alpha_0} \frac{\partial \theta}{\partial x} \frac{\partial u}{\partial t} + \frac{f}{\alpha_0} \frac{\partial v}{\partial x} - \frac{\sigma_x}{\alpha_0} \frac{\partial u}{\partial x} \\
\frac{\partial^2 p}{\partial z^2} &= -\frac{1}{\alpha_0} \frac{\partial \theta}{\partial x} \frac{\partial v}{\partial t} + \frac{\sigma_z}{\alpha_0} \frac{\partial w}{\partial x}.
\end{align*}\]

Similarly for the hydrostatic system, we obtain

\[\begin{align*}
\frac{\partial^2 p_H}{\partial x^2} &= -\frac{1}{\alpha_0} \frac{\partial \theta_H}{\partial x} \frac{\partial u_H}{\partial t} + \frac{f}{\alpha_0} \frac{\partial v_H}{\partial x} - \frac{\sigma_x}{\alpha_0} \frac{\partial u_H}{\partial x} \\
\frac{\partial^2 p_H}{\partial z^2} &= \frac{g}{\theta_0 \alpha_0} \frac{\partial \theta_H}{\partial z}.
\end{align*}\]

Subtracting (13) from (11), and (14) from (12), and adding the results yields the Poisson equation for the pressure residual term:

\[\begin{align*}
\nabla^2 R &= -\frac{1}{\alpha_0} \frac{\partial \partial}{\partial t} (u - u_H) + \frac{f}{\alpha_0} \frac{\partial}{\partial x} (v - v_H) \\
&\quad - \frac{\sigma_x}{\alpha_0} \frac{\partial}{\partial x} (u - u_H) + \frac{g}{\theta_0 \alpha_0} \frac{\partial}{\partial z} (\theta - \theta_H) \\
&\quad - \frac{1}{\alpha_0} \frac{\partial \partial}{\partial t} (u - u_H) - \frac{\sigma_z}{\alpha_0} \frac{\partial}{\partial z} (w - w_H).
\end{align*}\]

Using Defant's analytic solutions, listed in Eq. (7), we have, for example, the first right-hand side term above:

\[\begin{align*}
-\frac{1}{\alpha_0} \frac{\partial \partial}{\partial t} (u - u_H) &= \frac{i\omega M}{\alpha_0} e^{i\omega t} \\
&\quad \times \frac{\sin k x \left[ a_H e^{a_H^2 t} + b_H e^{-b_H^2 t} - a e^{a^2 t} + b e^{-b^2 t} \right]}{b_H^2 - a_H^2}.
\end{align*}\]

Similar expressions can be obtained for all other terms on the right-hand side of Eq. (15). After rearrangements, the Poisson equation for the pressure residual can be rewritten as:

\[\begin{align*}
\nabla^2 R &= \frac{M}{\alpha_0} e^{i\omega t} \sin k x [A e^{a^2 t} + Be^{b^2 t} + Ce^{a_H^2 t} + De^{-b_H^2 t}] \\
\end{align*}\]

where

\[\begin{align*}
A &= \frac{a}{b^2 - a^2} \left[ -r f^2 \frac{\omega + \sigma_x}{\omega + \sigma_z} - \frac{\sigma_x}{\theta_0} (b^2 - s) \right] \\
B &= \frac{b}{b^2 - a^2} \left[ -r f^2 \frac{\omega + \sigma_x}{\omega + \sigma_z} - \frac{\sigma_x}{\theta_0} (a^2 - s) \right] \\
C &= \frac{a_H}{b_H^2 - a_H^2} \left[ \frac{i\omega r + r f^2}{\omega + \sigma_x} - \frac{\sigma_x}{\theta_0} (b_H^2 - s) \right] \\
D &= \frac{b_H}{b_H^2 - a_H^2} \left[ \frac{i\omega r + r f^2}{\omega + \sigma_x} - \frac{\sigma_x}{\theta_0} (a_H^2 - s) \right].
\end{align*}\]
Equations (16) and (17) provide the exact solution for the pressure residual term which represents the analytic difference of pressure perturbation between hydrostatic and nonhydrostatic states in Defant’s model. The formulation, however, has quantities belonging to both states (the $a$, $b$, and $a_H$, $b_H$) which need to be evaluated simultaneously. This means that the complete residual can only be used for diagnostic purposes if applied in a nonlinear numerical model since it would be just as easy to use the complete anelastic equation for $p$ [i.e., the nonlinear analog to the sum of (11) and (12)].

In order to obtain a practical method which calculates nonhydrostatic effects using only information available from a hydrostatic model following Pielke (1972), the equation for the quasi-nonhydrostatic residual (denoted as $R_H$) is obtained in the same manner as in Eqs. (11)–(15), except that the difference between hydrostatic and nonhydrostatic appears only in the time derivative term and the vertical friction term. Thus, we have

$$\nabla^2 R_H = -\frac{1}{\alpha_0} \frac{\partial}{\partial t} \frac{\partial u}{\partial t} + \frac{1}{\alpha_0} \frac{\partial}{\partial x} \frac{\partial u_H}{\partial t} - \frac{1}{\alpha_0} \frac{\partial}{\partial z} \frac{\partial w}{\partial t} - \frac{\sigma_z}{\alpha_0} \frac{\partial w}{\partial z}.$$

Using the incompressible continuity, the above equation is reduced to

$$\nabla^2 R_H = \frac{1}{\alpha_0} \frac{\partial}{\partial t} \frac{\partial u_H}{\partial t} - \frac{\sigma_z}{\alpha_0} \frac{\partial w}{\partial z}. \quad (18)$$

This is analogous to the form as applied in Pielke (1972), and Martin and Pielke (1983) in their numerical model evaluations.

Comparing (18) with (15), we see that (18) can be obtained directly from (15) by neglecting the differences between $u$, $v$, $\theta$ and $u_H$, $v_H$, $\theta_H$, respectively, and considering incompressibility. Using the incompressibility, Eq. (18) becomes

$$\nabla^2 R_H = \frac{1}{\alpha_0} \frac{\partial}{\partial t} \frac{\partial u_H}{\partial t} + \frac{\sigma_z}{\alpha_0} \frac{\partial u_H}{\partial z}. \quad (19)$$

It is then clear that (19) is of practical value because only hydrostatic quantities are involved in the estimation of the nonhydrostatic effects, all of which can be obtained in a hydrostatic model. Also, comparing (19) with (15), we see that the neglected terms in deriving (19) are the first four terms in (15), which involve the immediate feedbacks associated with the buoyancy, horizontal friction, and the Coriolis terms.

In terms of Defant’s analytic solutions, Eq. (19) is written as

$$\nabla^2 R_H = \frac{M}{\alpha_0} e^{i\omega t} \sin kx \left[ C' e^{a z t} + D' e^{-b z t} \right] \quad (20)$$

where

$$C' = \frac{a_H}{b_H^2 - a_H^2} (i \omega r + r \sigma_z),$$

$$D' = \frac{b_H}{b_H^2 - a_H^2} (i \omega r + r \sigma_z).$$

The solutions for Eqs. (16) and (20) are obtained using the method of separation of variables. However, it is straightforward to show that the solution for $R_H$ is exactly the solution for $R$ except that $a_H$ and $b_H$ replace $a$ and $b$. Written formally, the solution for $R$ is

$$R = \frac{M}{\alpha_0} e^{i\omega t} \sin kx \left[ \frac{A}{a^2 - k^2} e^{az t} + \frac{B}{b^2 - k^2} e^{bz t} \right.$$  

$$+ \frac{C}{a^2 - k^2} e^{az t} + \frac{D}{b^2 - k^2} e^{-bz t} \left. \right] \quad (21)$$

with $A, B, C, D$ defined in Eq. (17).

In the next section, the pressure terms ($p$, $p_H$) and the residual terms ($R$, $R_H$) will be analyzed as functions of the horizontal length scale, large scale stability, subgrid-scale heat diffusion, heating amplitude and surface friction. The purpose of these analyses is to determine how the nonhydrostatic pressure residual varies with changing physical conditions within the framework of Defant’s model. Furthermore, as stated before, since the nonhydrostatic effects are evaluated using Eqs. (16) and (17), rather than using $\lambda = 1$ in Defant’s model, it seems necessary to show the consistency of the results obtained from the two independent procedures. Unless otherwise mentioned, the values of the parameters used for the examples are those listed in Table 1.

### Table 1. Control values for the parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_0$</td>
<td>$10^{-5}$ (s$^{-1}$)</td>
</tr>
<tr>
<td>$a_H$</td>
<td>$273$ K</td>
</tr>
<tr>
<td>$b_H$</td>
<td>$10^{-3}$ (s$^{-1}$)</td>
</tr>
<tr>
<td>$L$</td>
<td>$1$ km</td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>$0.01$ °C km$^{-1}$</td>
</tr>
<tr>
<td>$K$</td>
<td>$10$ m$^{-2}$ s$^{-1}$</td>
</tr>
<tr>
<td>$M$</td>
<td>$10^6$ m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$P$</td>
<td>$15$ m</td>
</tr>
<tr>
<td>$f$</td>
<td>$10^{-3}$ (s$^{-1}$)</td>
</tr>
</tbody>
</table>

3. Analyses of the residuals

Figure 1 shows the maximum amplitude for the pressure terms ($p$, $p_H$) and the residual terms ($R$, $R_H$) as functions of horizontal length scale ($L$) plotted on a logarithmic scale. (All the dependent variables in the following section and figures are presented at their maximum.) The range of scales is chosen from $200$ m to $50$ km, which should cover most of the spatial scales...
in which there is concern regarding the adequacy of the hydrostatic assumption in a model. Since the pressure perturbations are caused by surface heating in this study, and since all perturbation quantities decrease exponentially with height, the perturbations are evaluated near the surface \( (z = 15 \text{ m}) \). All the pressure and the residual terms are given in units of millibar.

As can be seen, when the length scale becomes large, \( p \) becomes nearly constant. The difference between \( p \) and \( p_{H} \) (i.e., \( R \)) becomes negligible for larger scales. This feature can be explained using Eq. (9): as \( L \to \infty \), \( k \to 0 \), and \( \eta^2 \to 0 \), \( r \to 0 \); also \( s = s(o, k) \). Thus, there is a decreasing dependence on the length scale as it becomes large, resulting in a nearly constant \( p \). Also, it can be seen that there are virtually no differences between \( a \), \( b \), and \( a_{H} \), \( b_{H} \), respectively, when the scale is large.

For smaller scales, \( k^2 \) becomes large and the situation is more complicated. From Fig. 1, we see that for scales less than about 1 km, the residuals are of the same order of magnitude as the pressure terms. This indicates that for such small scales, the nonhydrostatic effect is significant, and that \( p_{H} \) is significantly overestimating the true pressure perturbation. Pielke (1972, Fig. 19) schematically illustrated how the hydrostatic pressure overestimates the real pressure.

What is also of interest here is how \( R_{H} \) behaves as compared with \( R \). From Fig. 1 we see that for length scales larger than about 1 km, there is essentially no difference between \( R \) and \( R_{H} \), while for the smaller scales this difference becomes significant. The quantity \( |(R - R_{H})/P| \), hereafter called the absolute error and expressed as a percentage, is also plotted. This measure illustrates how much error is introduced as a fraction of the true pressure perturbation, when \( R_{H} \) is used instead of the complete nonhydrostatic pressure residual, \( R \). Figure 1 shows that this absolute error drops to essentially zero for \( L > 1 \text{ km} \), but increases sharply when \( L < 1 \text{ km} \). It is clear that under this near-neutral condition \( (\beta = 0.01 \text{°C km}^{-1}) \) with a surface heating of \( 10 \text{°C} \) effective for one hour, the quasi-nonhydrostatic residual method gives an accurate measure of the nonhydrostatic effect for horizontal length scales as small as about 1 km.

The dependence of \( p \), \( p_{H} \), \( R \) and \( R_{H} \) on the large-scale stability is illustrated for \( L = 10 \text{ km} \) (Fig. 2) and \( L = 1 \text{ km} \) (Fig. 3). The strength of the surface heating,
the heating period, and the strength of the eddy heat diffusion are all the same as used to create Fig. 1. In Fig. 2, we see that for \( L = 10 \text{ km} \), the difference between \( P \) and \( p_H \) is negligible for all the chosen stabilities (\( \beta \): from 0.01 to 20°C km\(^{-1}\)). The \( R_H \) and \( R \), although they differ somewhat relative to one another, are both negligibly small compared with the pressure terms. Thus, the absolute error term is very small for all the chosen stabilities (the largest error is 1.5 percent, occurring at \( \beta = 0.4^\circ \text{C km}^{-1} \)). The result shown here indicates that for the scales normally considered in mesoscale analyses (\( L = 10 \text{ km} \) or larger), in which the driving mechanism is surface heating and the upward transport of this heating is primarily through the associated turbulent eddy processes, the situation is approximately hydrostatic and the residual method can be used to accurately calculate the small nonhydrostatic effects.

When the length scale is reduced to 1 km, however, the residuals become relatively larger than for the previous case and, as seen in Fig. 3, \( R_H \) departs significantly from \( R \) for a wide range of stabilities. From Fig. 3, we see that for the less stable situations (\( \beta \leq 0.1^\circ \text{C km}^{-1} \)), the residual is on the same order of magnitude as the true pressure perturbation, while for the strongly stable situations (\( \beta \geq 0.1^\circ \text{C km}^{-1} \)) \( R_H \) differs more significantly from \( R \). The physical mechanisms which contribute to this discrepancy will be discussed in more detail in the next section.

The dependence of the pressure and the residual terms upon the strength of the eddy heat diffusion is shown in Fig. 4. The horizontal length scale is 1 km, and the other parameters are the same as in the above cases. The range of the (constant) diffusion coefficient \( K \) is from 0.5 to 50 (m\(^2\) s\(^{-1}\)). It is seen in Fig. 4 that as the strength of eddy heat diffusion increases, the pressure perturbations increase. The hydrostatic pressure perturbation consistently exceeds the real pressure perturbation. For this small horizontal scale (1 km), the residual is the same order of magnitude as the pressure terms. Here \( R_H \) gives a very accurate measure of the nonhydrostatic effect due to the heat diffusion process, except when the diffusion coefficient becomes very large.

Figures 5 and 6 show the dependence of \( P, P_H, R, \) and \( R_H \) on the horizontal scale of heating for small \( K \).
parameters are the same as in Fig. 1 except that the (constant) frictional coefficient is reduced by one order of magnitude. Comparing Fig. 7 with Fig. 1, we see that reducing the friction produces negligible effects upon the pressure perturbations. The absolute error is within 2 percent for scales larger than about 2 km.

4. Comparison of residual methodologies

For the purpose of comparing the approach discussed in Section 3 for the evaluation of the nonhydrostatic residual, two other different approximate residual formulations (based on the Defant model) are analyzed in this section. Also presented is a discussion of the physical mechanisms which contribute to the discrepancies between the approximate residuals as compared with the exact residual.

Using Defant's linear model, the Orlanski (1981) pressure correction term is derived from a vertical integration of the local time derivative of the hydrostatically-obtained vertical velocity. Written in an appropriate form for the comparisons here, the equation for the Orlanski residual (hereafter denoted as $R_Q$) is

$$\frac{\partial^2}{\partial z^2} R_Q = -\frac{1}{\omega_0} \frac{\partial}{\partial z} \frac{\partial w_H}{\partial t}. \quad (22)$$

It is seen from Eqs. (15), (18), and (22) that $R_Q$ can be derived from (15) by making, in addition to the simplifications made for obtaining $R_H$, two simplifications concerning the horizontal second-derivative of the residual and the vertical friction term. This can be clearly seen if we compare the formal solutions for $R_H$ and $R_Q$:

$$R_H = \frac{1}{\omega_0} e^{i\omega t} \sin kx \left( \frac{rM}{b_H^2 - a_H^2} \right)$$

$$\times \left[ \left( i\omega \left( \frac{a_H}{a_H^2 - k^2} e^{i\omega z} + \frac{b_H}{b_H^2 - k^2} e^{-i\omega z} \right) \right) \sigma \left( \frac{a_H}{a_H^2 - k^2} e^{i\omega z} + \frac{b_H}{b_H^2 - k^2} e^{-i\omega z} \right) \right], \quad (23)$$

$$R_Q = \frac{1}{\omega_0} e^{i\omega t} \sin kx \left( \frac{rM}{b_H^2 - a_H^2} \right)$$

$$\times \left[ \left( i\omega \left( \frac{1}{a_H} e^{i\omega z} + \frac{1}{b_H} e^{-i\omega z} \right) \right) \right]. \quad (24)$$

Neglecting the friction term, we see that $R_Q$ can be obtained directly from $R_H$ by setting $k$ to zero. Thus when the horizontal scale of heating becomes large in the absence of friction (which as discussed in the last section is a relatively small term), $R_Q$ and $R_H$ are asymptotic to the same value.

Mathematically, the quantity $k^2$ is associated with the x-direction second-derivative of the residual, which is derived from the horizontal equation of motion in
which the nonhydrostatic effect is explicitly included. That is, from Eq. (1) we have

\[
\frac{\partial^2}{\partial x^2} (p - p_H) = -\frac{1}{a_0} \frac{\partial}{\partial t} \frac{\partial}{\partial x} (u - u_H) \\
+ \frac{f}{a_0} \frac{\partial}{\partial x} (u - u_H) - \frac{\sigma_z}{a_0} \frac{\partial}{\partial x} (u - u_H). \quad (25)
\]

Therefore, setting \( k^2 \) to zero is also equivalent to neglecting the nonhydrostatic horizontal momentum residual (i.e., the horizontal velocity residual).

Since in an incompressible system the horizontal velocity gradient is directly related to the generation of vertical acceleration, it is thought necessary to further examine the effect of neglecting \( k^2 \) (but retaining other important terms). For this purpose, a new residual (hereafter denoted as \( R_z \)) is considered which is obtained from the complete vertical equation of motion; i.e.,

\[
\frac{\partial^2}{\partial z^2} R_z = -\frac{1}{a_0} \frac{\partial}{\partial z} \left( \frac{\partial w_H}{\partial t} \right) - \frac{\sigma_z}{a_0} \frac{\partial w}{\partial z} \\
+ \frac{g}{\theta_0 a_0} \frac{\partial}{\partial z} (\theta - \theta_H). \quad (26)
\]

Thus, there are four different residuals to be compared: \( R, R_H, R_Q, R_z \), obtained from Eqs. (15), (18), (22), and (26), respectively. Aside from the friction and the Coriolis terms (which are found not essential to our main conclusion), \( R_H \) and \( R_Q \) differ from \( R \) and \( R_z \) in that the former do not include the nonhydrostatic buoyancy residual [i.e., the potential temperature residual term, as in Eqs. (15) and (26)]. On the other hand, \( R_z \) and \( R_Q \) differ from \( R \) and \( R_H \) in that the former neglect the nonhydrostatic horizontal momentum residual, or, equivalently, they are based on the assumption of an infinite horizontal length scale.

In order to have consistent numerical experiments with those in the previous section, the following computations are performed using, unless otherwise mentioned, the physical parameters listed in Table 1. Another set of experiments was also performed using the heating period of 12 hours. Since the general patterns of the residuals are similar using either 1 or 12 h as the heating period, only the results of using 1 h are analyzed here.

In Fig. 8, the four residuals are plotted as functions of the horizontal length scale for three selected stabilities. The magnitude of the total pressure perturbations are, for the scale range between about 1 and 10 km, on the order of \( 10^{-1} \) mb. We first see that for a given length scale, the nonhydrostatic residuals increase with decreasing stability. For the stable situation (\( \beta = 10^\circ \text{C} \text{ km}^{-1} \)), all the residuals are about two orders of magnitude smaller than the total pressure perturbation; while for the near-neutral situation (\( \beta = 0.1^\circ \text{C} \text{ km}^{-1} \)), the residuals are comparable to the total pressure perturbation for the smaller length scales. For a given stability, the residuals are generally decreasing with increasing length scale. The closer to the neutral state, the larger the rate of decrease of the residuals with increasing length scale. An exception to this is the nonmonotonic variation of \( R \) and \( R_z \) in the more stable categories which indicates that an optimal horizontal scale exists in which vertical acceleration is maximized as a result of contributions to convergence from opposite coasts (e.g., Abe and Yoshida, 1982). This relative maximum is not as significant in the 12-hour period experiments.

With regard to the comparison among the residuals, we see from Fig. 8 that in the stable situation, \( R_z \) matches with \( R \), while \( R_H \) and \( R_Q \) deviate from \( R \). On the other hand, in the near-neutral situation, \( R_H \) matches with \( R \), while \( R_Q \) and \( R_z \) deviate from \( R \). In order to more clearly analyze the relative magnitudes of the residuals, vertical profiles of the residuals are plotted for a selected length scale (1 km) and for two stabilities: \( \beta = 0.001^\circ \text{C} \text{ km}^{-1} \) (Fig. 9), and \( \beta = 10^\circ \text{C} \text{ km}^{-1} \) (Fig. 10). The magnitudes of the corresponding total pressure perturbations are also shown to indicate the possible absolute errors which are introduced when a certain residual is used.

From Fig. 9 we see that in the near-neutral situation, \( R_H \) matches with \( R \) everywhere, while \( R_z \) and \( R_Q \) are both about two orders of magnitude larger than \( R \). Furthermore, both \( R_z \) and \( R_Q \) are about more than one order of magnitude larger than the total pressure perturbation. It seems clear that the \( R_Q \)-approach should
not be considered for the situations where the environmental stability is near neutral. On the other hand, $R_H$ provides an accurate measure of the nonhydrostatic effect under the near-neutral condition.

From Fig. 10, we see that in the stable situation, $R_z$ matches with $R$ while $R_Q$ and $R_H$ deviate somewhat from $R$, with $R_Q$ slightly better than $R_H$. In this case, however, all the residuals are almost more than two orders of magnitude smaller than the total pressure perturbation. Clearly this result indicates that nonhydrostatic effects are negligible in the stable situation, and therefore the discrepancies are of little practical importance.

As discussed previously, the difference between the exact residual and other residuals is related to the nonhydrostatic buoyancy and horizontal momentum residuals. That is, the horizontal momentum change and the buoyancy associated with the surface heating are the two most important physical mechanisms which contribute to the generation of nonhydrostatic effects, for the situations considered in this study. The vertical profiles of $\theta$ and $\theta_H$ (Fig. 11), and $u$ and $u_H$ (Fig. 12), are plotted for the same length scale (1 km) and the same stabilities ($\beta = 0.001; 10^\circ C \text{ km}^{-1}$). From Fig. 11 we see that $\theta$ is slightly larger than $\theta_H (\theta - \theta_H < 0.1^\circ C)$ for the stable situation, while they match with each other everywhere in the near-neutral situation. This explains why $R_Q$ and $R_H$ (in which the $(\theta - \theta_H)$ term is neglected) deviate from $R$ for the stable situation. Physically, this implies that for a system being heated from below, the more thermodynamically stable the system, the larger the fractional contribution of the nonhydrostatic buoyancy to the residual that is generated within the system. In the absolute sense, however, the nonhydrostatic effect is negligible in this case as compared with the total pressure perturbation.

From Fig. 12, we see that for the stable situation $u$ and $u_H$ are almost equal, while for the near-neutral situation they differ significantly from each other. Again, this explains why $R_Q$ and $R_z$ [in which the $(u - u_H)$ term is neglected] deviate significantly from $R$ in the near-neutral case, and $R_H$ [which contains the $(u - u_H)$ term] matches with $R$. Physically, this implies that for an incompressible system, the closer the system’s stability is toward neutral stratification, the stronger is its velocity perturbation generated within the system, and therefore the horizontal momentum change plays a more important role in generating nonhydrostatic effects (i.e., vertical acceleration) as compared with the situation where there are only weak horizontal velocity perturbations.

Finally, computations presented in Figs. 8–12 were repeated for various $\beta$ values between those of the very stable case ($\beta = 10^\circ C \text{ km}^{-1}$) and the almost neutral case ($\beta = 0.001^\circ C \text{ km}^{-1}$). These results, which are not shown, reflected intermediate features to those presented in those figures.
5. Conclusion

Defant's linear model is used to derive a mathematically exact solution for the nonhydrostatic pressure residual (total pressure perturbation minus hydrostatic pressure perturbation). From the complete form of this exact residual we can see that the thermally-induced nonhydrostatic effects are caused, within the linear framework, by physical processes such as horizontal momentum variations, buoyancy effects, frictional effects, and Coriolis effects. Since the complete residual requires both hydrostatic and nonhydrostatic quantities to be evaluated simultaneously, this residual can only be used in a diagnostic analysis for numerical modeling purposes. For the purposes of deriving a prognostic approach to incorporate nonhydrostatic effects into one or more subdomains of a mesoscale model, the complete residual must be simplified so as to neglect those terms which cannot be evaluated without a complete nonhydrostatic model.

One type of simplification made to the exact residual for the purpose of deriving a prognostic approach is to neglect the nonhydrostatic buoyancy residual term. Together with the incompressible continuity, this results in the residual approach introduced in Pielke (1972). Aside from the horizontal friction and the Coriolis terms (which are found not to be critical to the discussion of this study), the Pielke (1972) method differs from the exact residual only in the buoyancy residual term which, in the experiments performed in this study, is relatively important only in the very thermally stable environments. For such stable situations, the nonhydrostatic pressure perturbations are generally about two orders of magnitude smaller than the total pressure perturbation. Thus, the discrepancy between the approximate residual and the exact residual is of little practical importance.

For near-neutral stabilities, the Pielke (1972) residual approach has been found to be able to provide accurate approximations to the true pressure perturbation, indicating that it is of practical value for evaluating nonhydrostatic effects within a subdomain of a mesoscale model, when the environment is in a near-neutral state.

Another type of simplification is to neglect the nonhydrostatic horizontal momentum residual term. Within Defant’s linear framework, this simplification results in the residual approach introduced in Orlanski (1981). It is found that this residual can be obtained from the exact residual by merely making an assumption that the involved horizontal length scale is very large (i.e., a wavenumber approaching zero). This simplification is equivalent to neglecting the nonhydrostatic velocity perturbation. In a near-neutral environment, it is found that the nonhydrostatic velocity (momentum) residual is relatively much more important than in a stable environment. Neglecting this velocity residual caused the Orlanski residual to overestimate the nonhydrostatic pressure perturbation by about two orders of magnitude.

Physically, the above results imply that for an incompressible system being heated from below, the actual pressure perturbation tends to depart from the hydrostatic pressure perturbation by an amount which depends primarily on the system’s environmental thermal stability and horizontal scale of heating. For a sufficiently stable system, there are negligible nonhydrostatic effects. On the other hand, when the stability is near-neutral, relatively stronger perturbations will develop which tend to more closely connect the vertical acceleration with the horizontal momentum variations. In such situations, a residual approach must include the nonhydrostatic momentum residual term, such as the approach of Pielke (1972), in order to accurately evaluate the nonhydrostatic effects. The resid-
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**Fig. 11.** Vertical profiles of \( \theta \) (solid) and \( \theta_H \) (dashed) for the near-neutral case (thick line) and the stable case (thin line).

![Figure 12](image2.png)

**Fig. 12.** Vertical profiles of \( u \) (solid) and \( u_H \) (dashed) for the near-neutral case (thick line) and the stable case (thin line).
ual approach presented here has the utility that it can be applied for subregions within a mesoscale model where vertical accelerations are large, while in the remainder of the model, the hydrostatic assumption can be applied. At the boundaries of the model subdomain the boundary condition $R_H = 0$ would be applied in the solution of the nonlinear form of (18).
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