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TOPIC #1

GRAINEX
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Paris 1.5 C/ 2 C Global Surface Temperature Metric Is Used to 
Assess Environmental Vulnerability

TOPIC #2 

Is the current top-down global climate model 
based approach to assess environmental 
vulnerability of water resources, energy, 
food, ecosystem function, and human health 
a robust approach?





Necessary Condition

Do Global Climate Models Provide Robust 
Multidecadal Regional Predictions of Changes 
in Climate Statistics?



Stephens et al. (2010) wrote

“models produce precipitation approximately twice as often as 
that observed and make rainfall far too lightly...The differences 
in the character of model precipitation are systemic and have a 
number of important implications for modeling the coupled 
Earth system ...little skill in precipitation [is] calculated at 
individual grid points, and thus applications involving 
downscaling of grid point precipitation to yet even finer-scale 
resolution has little foundation and relevance to the real Earth 
system.”



van Haren et al. (2012) concluded from their study with respect 
to climate model predictions of precipitation that

“An investigation of precipitation trends in two multi-model 
ensembles including both global and regional climate models 
shows that these models fail to reproduce the observed 
trends... A quantitative understanding of the causes of these 
trends is needed so that climate model based projections of 
future climate can be corrected for these precipitation trend 
biases.. To conclude, modeled atmospheric circulation and SST 
trends over the past century are significantly different from the 
observed ones.” 



Sun et al. (2012) found that 

“in global climate models, [t]he radiation sampling error 
due to infrequent radiation calculations is investigated 
.... It is found that.. errors are very large, exceeding 800 
W m2 at many non-radiation time steps due to ignoring 
the effects of clouds..” 



Kundzewicz and Stakhiv (2010) succinctly conclude that 

“Simply put, the current suite of climate models were not 
developed to provide the level of accuracy required for 
adaptation-type analysis.”



Do Global Climate Models Provide Robust 
Multidecadal Regional Predictions of Changes in 
Climate Statistics?

NO



Pielke, R.A. Sr., and L. Bravo de Guenni, 2004: Conclusions. Chapter E.7 In: 
Vegetation, Water, Humans and the Climate: A New Perspective on an Interactive 

System. Global Change - The IGBP Series, P. Kabat et al., Eds., Springer, 537-538









Hurricane Harvey was the most significant tropical cyclone rainfall event in United States 
history, both in scope and peak rainfall amounts, since reliable rainfall records began 
around the 1880s. Max observed 60.58 inches [https://www.ksat.com/news/by-the-

numbers-inside-the-national-hurricane-center-s-hurricane-harvey-report]



https://www.texastribune.org/hell-and-high-water/ 
from March 3 2016

Houston is the fourth-largest city in the country. It's 
home to the nation's largest refining and 
petrochemical complex, where billions of gallons 
of oil and dangerous chemicals are stored. And 
it's a sitting duck for the next big hurricane. Why 
isn't Texas ready?



https://www.texastribune.org/hell-and-high-water/

“scientists say, Houston’s perfect storm is 
coming — and it’s not a matter of if but 
when. The city has dodged it for decades, but 
the likelihood it will happen in any given year 
is nothing to scoff at; it’s much higher than 
your chance of dying in a car crash or in a 
firearm assault, and 2,400 times as high as 
your chance of being struck by lightning.” 





Is the current top-down GCM-based 
approach to assess vulnerability of water 
resources, energy, food, ecosystem function 
and human health a robust approach?

NO



TOPIC #3 

Are dynamically-forced compression waves 
(e.g., from tornadoes) and thermally-forced 
compression waves (e.g., when diabatic 
heating occurs) an important part of weather?





Nicholls, M.E. and R.A. Pielke, 1994: Thermal compression waves. I: 
Total energy transfer. Quart. J. Roy. Meteor. Soc., 120, 305-332.

Nicholls, M.E. and R.A. Pielke, 1994: Thermal compression waves. 
II: Mass adjustment and vertical transfer of total energy. Quart. 
J. Roy. Meteor. Soc., 120, 333-359.

Nicholls, M.E. and R.A. Pielke Sr., 2000: Thermally-induced 
compression waves and gravity waves generated by convective 
storms. J. Atmos. Sci., 57, 3251-3271.

Schecter, D.A., M.E. Nicholls, J. Persing, A.J. Bedard Jr., and R.A. 
Pielke Sr., 2008: Infrasound emitted by tornado-like vortices: 
Basic theory and a numerical comparison to the acoustic 
radiation of a single-cell thunderstorm. J. Atmos. Sci., 65, 685-
713.



Convective-scale thermally-generated compression wave –
diabatic heating rate in Joules per kg  per second



VERTICAL VELOCITY (m s-1)   t=15 minutes
At 15 minutes ascent of ~ 3.5 m s-1 occurs in the heated region and weak 

adiabatic descent occurs in the adjacent air



DENSITY PERTURBATION (kg m-3)   t=15 minutes
The density decreases in the heated region as air expands creating 

buoyancy and also in the adjacent region that has adiabatic descent



PRESSURE PERTURBATION (hPa)   t=15 minutes
The pressure decreases at the surface because there has been a  

lateral movement of mass above the surface (as long as there
is an approximate hydrostatic balance) 1000 hPa= 1 mb



DENSITY PERTURBATION (kg m-3 ×10-5)   t=5 minutes

Fields contoured to illustrate the very small amplitude compression 
wave propagating away at the speed of sound. This shows a 
thermally-forced sound wave.



DENSITY PERTURBATION (kg m-3 ×10-5)   t=10 minutes



PRESSURE PERTURBATION (hPa)   t=5 minutes



PRESSURE PERTURBATION (hPa) t= 10 minutes



PRESSURE PERTURBATION (hPa)   t=15 minutes



Are dynamically-forced compression waves (e.g., 
from tornadoes) and thermally-forced 
compression waves (e.g., when diabatic heating 
occurs) an important part of weather?

Yes in terms of monitoring weather system 
intensification and movement

To be still assessed with respect to affecting weather



TOPIC # 4

Can the flap of a butterfly result in a tornado 
thousands of kilometers away? 













Can the flap of a butterfly 
result in a tornado thousands 
of kilometers away? 

NO



TOPIC # 5

Can methods in artificial intelligence (AI) 
permit us to

i) replace traditional parameterizations with 
representations trained from real observed 
data and 

ii) even the physics core in weather forecasting 
models?



Artificial Intelligence

Craig S. Pelissier GSFC

Hoshin Vijai Gupta University of Arizona

William M Putman GSFC

Grey S. Nearing GSFC

Jules  Kouatchou GSFC

Daniel Q. Duffy GSFC

Roger Pielke Sr University of Colorado- Boulder



• Process studies: The application of models to improve our 
understanding of how the system works is a valuable application of 
these tools. The term sensitivity study  can characterize a process 
study. In a sensitivity study, a subset of the forcings and/or feedback 
of the system may be perturbed to examine its response. The model 
might be incomplete and not include each of the important 
feedbacks and forcings.  UNDERSTANDING

• Diagnosis: The application of models, in which observed data is 
assimilated into the model, to produce an observational analysis 
that is consistent with our best understanding of the system using 
fundamental physics constraints.  MOST ACCURATE ANALYSIS

• Forecasting: The application of models to predict the future state of 
the system. Forecasts can be made from a single realization, or from 
an ensemble of forecasts which are produced by slightly perturbing 
the initial conditions and/or other aspects of the model. With 
forecasting, we may not care how we achieve the most accurate 
prediction as long as it is the most accurate achievable. MOST 
ACCURATE PREDICTION



Pielke, R.A., Sr., 2003: The Limitations of Models and Observations. COMET 
Symposium on Planetary Boundary Layer Processes, Boulder, Colorado, September 

12, 2003. https://pielkeclimatesci.files.wordpress.com/2009/09/ppt-3.pdf



• Gupta and Nearing, 2014: Debates—The future of hydrological sciences … 
Using models and data to learn: A systems theoretic perspective …, Invited 
Commentary, Water Resources Research, 50

• Nearing and Gupta, 2015: The Quantity and Quality of Information in 
Hydrologic Models, Water Resources Research, 51, 524–538, 
doi:10.1002/2014WR015895

Recommended analogs in medical research and diagnoses from Harrison Pielke-
Lombardo, University of Colorado Anschutz campus

• Ding et  al. 2013: Similarity-based machine learning methods for predicting 
drug–target interactions: a brief review. 
https://academic.oup.com/bib/article-lookup/doi/10.1093/bib/bbt056.

• Livingston et al. 2015: KaBOB: ontology-based semantic integration of 
biomedical databases. https://doi.org/10.1186/s12859-015-0559-3.

• Libbrecht and Noble, 2015: Machine learning applications in genetics and 
genomics.

• Kindel et al. 2017: Using deep learning to reveal the neural code for images in 
primary visual cortex. https://arxiv.org/pdf/1706.06208.pdf



Ph.D. by Robert Firth, 2017: A Novel Recurrent 
Convolutional Neural Network for 
Ocean and Weather Forecasting

http://digitalcommons.lsu.edu/gradschool_dissertations/2099/

“Experimental results show that the new approach is 3.6 times 
more efficient at forecasting the ocean and 16 times more 
efficient at forecasting the atmosphere. The new approach 
showed forecast skill by beating the accuracy of two models, 
persistence and climatology, and was more accurate than the 
Navy NCOM model on 16 of the first 17 layers of the ocean below 
the surface (2 meters to 70 meters) for forecasting salinity and 15 
of the first 17 layers for forecasting temperature. The new 
approach was also more accurate than the RAP model at 
forecasting wind speed on 7 layers, specific humidity on 7 layers, 
relative humidity on 6 layers, and temperature on 3 layers, with 
competitive results elsewhere.”



Deep Machine Learning for High-Impact Weather 
Forecasting

Seminar Abstract by David John Gagne

"Deep learning models can identify multiscale features in 
gridded spatio-temporal data and use that information to 
produce better predictions than traditional machine learning 
approaches. A form of deep learning called generative 
adversarial networks will be discussed and demonstrated."



Observing T (x,y,z) on spatial scales of 10 km 
and larger yields p(x,y,z) and z(x,y,p). Can, 
alternatively, measure height of pressure 
surfaces (using GPS radiosondes) to obtain 
average T (x,y,z) between two pressure levels 
(called “thickness”).

With this information, we can compute gradient 
wind and thermal wind and diagnose fronts 
including changes of wind speed/direction 
with height and thus cold/warm advection, 
vorticity advection, extratropical cyclone 
development and intensification…..



On the synoptic weather scale, observing T(x,y,z) 
yields p(x,y,z) and z(x,y,p) – Below is an example









We already use AI implicitly in 
our weather forecasting.  

Time to take the next step. 



Traditional Parameterization



Pielke Sr., R.A., D. Stokowski, J.-W. Wang, T. Vukicevic, G. 
Leoncini, T. Matsui, C. Castro, D. Niyogi, C.M. Kishtawal, A. 
Biazar, K. Doty, R.T. McNider, U. Nair, and W.K. Tao, 2007: 

Satellite-based model parameterization of diabatic heating. EOS, 
Vol. 88, No. 8, 20 February, 96-97.



A proposal to use AI for determining diabatic heating

Pielke Sr., R.A., D. Stokowski, J.-W. Wang, T. Vukicevic, G. Leoncini, T. Matsui, 
C. Castro, D. Niyogi, C.M. Kishtawal, A. Biazar, K. Doty, R.T. McNider, U. Nair, 

and W.K. Tao, 2007: Satellite-based model parameterization of diabatic 
heating. EOS, Vol. 88, No. 8, 20 February, 96-97.  



Schematic illustration of the application of traditional 
parameterizations.



Schematic illustration of the application of a proposed new 
parameterization approach



The LUT [AI] parameterization approach can be 
written as

Output(f) = T[Input(f), c]

where the dependent variable response that need 
to be computed (the Output), are obtained from 
the Input values f and the prescribed constants, 
c of the parameterization, through the transfer 
function, T. The quantities f and c are vectors. 
The vector f includes, for example, the grid 
volume dependent variables, while c includes 
the time of year and day, the latitude etc. T is 
the AI parameterization.



There are several issues that permit the feasibility 
of this approach:

1. The physical fidelity of the parameterization is 
not important as long as the Output (f) is at least 
as accurate as the traditional parameterization.

2. Existing parameterizations are generally 
exercised in 1-D vertical columns with the input 
values of f obtained from just one x-y grid point. 
This simplifies significantly the number of 
calculations that must be performed.



3. Existing parameterizations include mathematical 
complexity which is not justified by the skill that it has 
in defining T. In other words, the dimensionality (i.e., as 
represented by its degrees of freedom – its resolution) 
of the parameterization is much greater than 
warranted. Such a large number of combinations results 
in a large number of physically meaningless inputs that 
result from the mathematical formulation used to 
construct a parameterization, rather than based on the 
data resolution used to construct the parameterization. 
No parameterization can justify a dimensionality 
(resolution) in the millions. This means the number of 
separate values of T can be much less than provided by 
the parent parameterization. The term graining can be 
used to describe the number of separate values of T.



4. The success of AI highly depends on the 
availability of a large repository of the 
precomputed values, and more critically, on fast, 
targeted retrieval of this information. 
Fortunately, commercial search engines, such as 
Google and Yahoo, have already demonstrated 
the feasibility of such an approach. For example, 
Google can search an index database of billions 
of web pages in under a second for most user 
queries. The AI approach has the added 
advantage that the total information stored is 
much more compact, well structured, and much 
easier to index.



5. In an atmospheric model, several different 

parameterizations usually are used to reproduce 

the various physical processes. However, it is 

generally unrealistic to separate the processes in 

this way since the observations and physics 

make no such artificial separation. These 

processes are, in fact, 3-D and interact with each 

other. Thus the most effective way to implement 

a LUT is to combine all of the relevant physics 

that result in diabatic heating and cooling, 

atmospheric moistening and drying, etc.



SUMMARY

Using AI, there is therefore no need for 
millions of data points in a LUT in order to 
realistically reproduce parameterization of a 
specific process with the accuracy needed for 
use in an atmospheric model.  Indeed, we 
may want to even include the basic physics 
directly into the AI formulation. 



Can methods in artificial intelligence (AI) 
permit us to i) replace traditional 
parameterizations with representations 
trained from real observed data

YES

and ii) even the physics core?

• MAYBE, BUT WHY BOTHER?  H/T Anton 
Beljaars



THANK YOU FOR ATTENDING MY SEMINAR



Other Out of the box concepts

• What is the actual surface area of Arizona 
and other states? [hint: the actual surface 
area is not equal to its two dimensional 
projection.] What is their fractal dimension?

• What is the relative importance of higher 
altitudes and slope towards north of terrain 
on colder plant species at the north rim of 
the Grand Canyon?



Background Photograph Courtesy 

of Mike Hollingshead

http://stormandsky.com/



Our websites

http://cires.colorado.edu/science/groups/pielke/

http://pielkeclimatesci.wordpress.com/

Thanks, as usual, to Dallas Staley in the preparation 
of the PowerPoint slides!


